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Introduction
Based on “self-attentive end-to-end diarization model with encoder-decoder based attractors (EDA-EEND)”
[Horiguchi, S., Fujita, Y., Watanabe, S., Xue, Y., Nagamatsu, K. (2020). End-to-End Speaker Diarization for an Unknown Number of Speakers with Encoder-Decoder Based 
Attractors.]

Focus on DIHARD III track 2



Proposed System

5 Modifications on EDA-EEND

- Conformer Encoders

- Convolutional Upsampling

- Attractor Calculation with Attentions

- Additive Margin Penalty

- Chunk Shuffling



Conformer

- Transformers + Convolution networks

- Capturing fine-grained local features

Gulati, Anmol, et al. "Conformer: Convolution-augmented Transformer 
for Speech Recognition." (2020).



Convolutional Upsampling

Observations:

- Each frame in EDA-EEND is 0.1s

- No collar in the evaluation

- Result with Low resolution => Increase in DER



Convolutional Upsampling (Cont.)



Attractor Calculation with Attentions
Problems/Observations:

- Long sequence of Embeddings

- Information of the attractors passed by the Last timestamp of the Encoder Outputs.



Attractor Calculation with Attentions 
(Cont.)
Changes:
- Multi-head attentions as pooling mechanism to initialize h0 and c0.
- Global Attentional mechanism on the Decoder.



Additive Margin Penalty

Put Additive Margin Penalty into speaker diarization result calculation:

- All attractors are normalized

- Using PIT to obtain correct permutation of speaker labels



Chunk Shuffling

During training, each training sample is a 50 seconds audio.

To increase the combinations of different audio segments:

- divide the original recording into chunks of 10 seconds

- shuffle chunks with a probability of 0.5.



Datasets



Results of Conformer and Resolution 
Exp.

"Deep" means that the encoder has 7 layers and hidden unit dims = 128 instead



Results of attractor with attentions 
and additive margin penalty



Results of chunk shuffling and 
additional training
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